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ABSTRACT  

Computer based medical decision support system (MDSS) can be useful for the physicians with its fast and 

accurate decision making process. Predicting the existence of heart disease accurately, results in saving life of 

patients followed by proper treatment. The main objective of our paper is to present a MDSS for heart disease 

classification based on sequential minimal optimization (SMO) technique in support vector machine (SVM). In 

this we illustrated the UCI machine learning repository data of Cleveland heart disease database; we trained 

SVM by using SMO technique. Training a SVM requires the solution of a very large QP optimization 

problem..SMO algorithm breaks this large optimization problem into small sub-problems. Both the training and 

testing phases give the accuracy on each record. The results proved that the MDSS is able to carry out heart 

disease diagnosis accurately in fast way and on a large dataset it shown good ability of prediction. 

KEYWORDS: Sequential Minimal Optimization, Support Vector Machine, Optimization problem, Heart 

disease, Medical decision support system.  

I. INTRODUCTION  

At present, heart disease became a leading cause of death. It is also a major cause of disability and day 

by day the number of people suffering from the heart disease is rising. New data released by the 

National Heart, Lung, and Blood Institute (NHLBI) of the National Institutes of Health show that 

especially women in older age groups are more at risk of getting heart disease. A recent study fielded 

by Diet Coke on behalf of The Heart Truth®, showed that nearly seven in 10 women mentioned heart 

disease as the leading cause of death among women. Heart disease can be controlled effectively if it is 

diagnosed at an early stage [23]. But unfortunately, accurate diagnosis of heart disease has never been 

an easy task. As a matter of fact, many factors can complicate the diagnosis of heart diseases, often 

causing the delay of a correct diagnosis decision. For instance, the clinic symptoms, the functional 

and the pathologic manifestations of heart diseases are associated with many human organs other than 

the heart and very often heart diseases may exhibit various syndromes. At the same time, different 

types of heart diseases may have similar symptoms. Due to this complexity, there is a need to develop 

medical diagnostic decision support systems which can aid medical practitioners in the diagnostic 

process [1],[2]. 

Medical decision support system is a decision-support program which is designed to assist physicians 

and other health professionals with decision making tasks, such as determining diagnosis of patients’ 

data. This approach helps employees make more informed medical decisions while working with their 

own physician. The medical diagnosis by nature is a complex and fuzzy cognitive process, hence soft 

computing methods, like Support vector machine [3] have shown great potential to be applied in the 
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development of decision support system for heart diseases. The system uses features extracted from 

the ECG data of the patients.  

This paper presents a medical decision support system for heart disease classification. The dataset 

used is the Cleveland Heart Database taken from UCI learning data set repository [22] which was 

donated by Detrano. In the proposed model we classify the data into two classes using SMO [4], [5] 

algorithm in Support Vector machine [20], [21].  

The rest of the paper organized as, support vector machine described in section 2. Section 3 includes 

sequential minimal optimization, in which components of SMO are explained. Proposed model of 

MDSS and related work is mentioned and explained in section 4. Experiments and results are shown 

in section 5. Section 6 has conclusion followed by the future work in section 7.  

II. SUPPORT VECTOR MACHINE 

Support Vector Machine, is a promising method of learning machine, based on statistical learning 

theory developed by Vladimir Vapnik. Support vector machine (SVM) used for the classification of 

both linear and nonlinear data [6], [7]. It performs classification by constructing a linear optimal 

separating hyperplane within higher dimension, with the help of support vectors and margins, which 

separates the data into two categories (or classes). With an appropriate nonlinear mapping the original 

training data is mapped into a higher dimension. Within this the data from two classes can always be 

separated by a hyperplane[8].                   

Suppose f is a function for Support vector machine classification then,  

f  : I  O 

where, I is domain (here i.e. data set), O is a co-domain. 

I = {X,Y} 

X = { xi | 1 ≤ i ≤ n } 

Y = { yi | 1 ≤ i ≤ n }  

xi  is the set of ‘n’ training tuples with associated class labels, yi. 

Each yi can take one of the two values, either +1 or -1, which represents two classes. 

yi ∈ {+1,-1} 

Set of output can be denoted as, 

O = { u | 1 ≤  i ≤ n } 

 

The basic idea of SVM is to separate a set of positive examples from a set of negative examples by 

finding the hyperplane with maximum margin, as shown in Figure 1. 

 

Figure 1. Optimal hyperplane with maximum margin 

The support vector machine computes a linear classification of the form, 

f(x) = wx+b 
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where w is a weight vector, x is the training example and b is bias. 

The separating hyperplane can be written as , 

f(x)=0 

Therefore we can say that, any point from one class lies above the separating hyperplane satisfies, 

f(X) > 0. In the same way any point from another class lies below the separating hyperplane satisfies, 

f(X) < 0. 

Above equations were processed to make the linearly separable set D to meet the following 

inequality, 

yi ( f(x) ) ≥ 1,  i 

Here the margin m is , 
2||  w||

1
m  

Using above equation, maximizing margin can be written in the form of optimization problem as 

below: 

  ibxw yw
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This optimization problem can be solved by using dual Lagrange multiplier, 
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For linearly separable data the support vectors are a subset of actual training tuples. Lagrangian 

formulation of above optimization problem contains a dot product between the support vector xi and 

test tuple xj. There is one-to-one relationship between each Lagrange multiplier [9] and each training 

tuple. 

Not all data sets are linearly separable. There may be no hyperplane that splits the positive examples 

from the negative examples. SVMs can be even further generalized to non-linear classifiers. The 

output of a non-linear SVM is explicitly computed from the Lagrange multipliers, 

u y K x x bj
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where K is a kernel function. We used Radial Basis Kernel Function (RBF) [10] here, which is 

denoted as follow:  

K(xi, xj) = exp(-γ|| xi – xj ||2), γ>0 

The non-linearity alter the quadratic form, but the dual objective function is still quadratic in α,  

min ( ) min ( , ) ,
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Sequential minimal optimization algorithm solves above quadratic programming problem. 

III. SEQUENTIAL MINIMAL OPTIMIZATION 

3.1. SVM training algorithms 

The popularity of SVMs has led to the development of a large number of special purpose solvers for 

the SVM optimization problem.  

Previous algorithms for training support vector machine are as below, 

3.1.1. Chunking method 

The chunking algorithm reduces the size of the matrix. However chunking still cannot handle large-

scale training problems, since even this reduced matrix cannot fit into memory [11],[12]. 

3.1.2. Osuna  
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Osuna algorithm works by choosing a small subset from the data set and solving the related sub 

problem defined by the variables in the subset [13]. At each iteration, there is a strategy to replace 

some of the variables in the working set with other variables not in the working set and converges to 

the global optimal solution [14]. 

3.2. Need for SMO 

Sequential minimal optimization (SMO) [5] is an algorithm for efficiently solving the optimization 

problem which arises during the training of support vector machine. At every step, SMO chooses two 

Lagrange multipliers to jointly optimize, finds the optimal values for these multipliers and updates the 

SVM to reflect the new optimal values [15]. 

SMO solves SVM optimization problem analytically instead of numerical QP optimization where 

only two parameters optimized, keeping rest fixed. Since SMO doesn’t require extra matrix storage, 

large SVM training problems can be stored in the computer. SMO can be speed up by minimizing 

computation time. SMO gives good performance when many Lagrange multipliers are at bound. Due 

to all these features SMO became an efficient method for training SVM [16]. 

3.3. SMO component 

We can divide the SMO in the components as below: 

SMO repeatedly finds two Lagrange multipliers that can be optimized with respect to each other and 

analytically computes the optimal step for the two Lagrange multipliers [17]. 

3.3.1. Updating two Lagrange Multipliers 

In the process of updating two Lagrange multipliers, SMO first computes the constraints on these 

multipliers and then solves for the constrained minimum [18]. SMO optimizes two Lagrange 

multipliers to fulfill the linear equality constraint at every step, which is not possible using one 

Lagrange multiplier. 

 


2 2
2 1 2new  

y E E( )
,                                          

where,    K x x K x x K x x( , ) ( , ) ( , ).
     

1 1 2 2 1 22  

Clipping this value,   

 

                         

where,  L C H C    max( , ), min( , ).0 2 1 2 1                   when y1=y2. 

             L H C C    max( , ), min( , ).0 2 1 2 1                   when y1≠y2. 

The new value of 1 is computed from the new, clipped 2:  

   1 1 2 2

new new,clipped  s( ). 

where, 21 yys  .              

3.3.2. Choosing Lagrange Multipliers to optimize 

In SMO, the process of choosing two Lagrange multipliers play an important role in speeding up 

convergence. Among two, one Lagrange multipliers is chosen first which act as the outer loop of the 

SMO algorithm. This loop iterates over the entire training set, selecting an example which violets the 
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KKT condition [19]. The example which violets KKT condition, is optimized with the first chosen 

Lagrange multiplier.   

After one pass through the entire training set, the outer loop makes repeated passes over the non-

bound examples until all of the non-bound examples obey the KKT conditions, as shown in Figure 2. 

The outer loop keeps alternating between single passes over the entire training set and multiple passes 

over the non-bound subset until the entire training set obeys the KKT conditions, whereupon the 

algorithm terminates. 

 

Figure 2. Components of SMO 

IV. PROPOSED MODEL OF MEDICAL DECISION SUPPORT SYSTEM  

4.1. Related work 

Medical decision support system work has been carried on the basis of performance of different 

methods like SVM, Artificial neural network, Bayesian classification method, etc. [1], [2]. 

Neural network algorithms are inherently parallel, which result in speeding up the computation 

process. They have high tolerance of noisy data. The major disadvantage of neural networks is that, 

they have poor interpretability. Fully connected networks are difficult to articulate. Whereas various 

empirical studies of Bayesian classifier in comparison with decision tree and neural network 

classifiers have found out that, in theoretical way Bayesian classifiers have minimum error rate in 

comparison to all other classifiers. However, in practice this is not always the case, owing to 

inaccuracies in the assumptions made for its use, such as class conditional independence and the lack 

of available probability data. 

4.2. Pre-processed data 

The experiments are carried out on heart dataset using Sequential Minimal Optimization in Support 

Vector Machine. 

Heart disease is diagnosed with the help of some complex pathological data. The heart disease dataset 

used in this experiment is the Cleveland Heart Disease database taken from UCI machine learning 

dataset repository [22]. This database contains 14 attributes as below:  

1. Age of patient, 2. Sex of patient, 3. Chest pain type, 4. Resting blood pressure, 5. Serum 

cholesterol, 6. Fasting blood sugar, 7. Resting ECG results, 8. Maximum heart rate achieved, 9. 

Exercise induced angina, 10. ST depression induced by exercise relative to rest, 11. Slope of the peak 

exercise ST segment, 12. number of major vessels colored by flourosopy, 13. thal, 14. Diagnosis of 

heart disease. 

4.3. Flow diagram of MDSS 

The purpose of this proposed model is to diagnose the heart disease by classifying the dataset of heart 

disease. This classification process is shown in Figure 3. 

Choosing & optimizing 

Lagrange Multipliers 

Compute b such that 

both examples satisfy 

KKT condition 

Until the entire training set obeys KKT condition do 
repeated passes. 
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Figure 3. Flow diagram of  MDSS for heart disease 

V. RESULT AND DISCUSSION 

In the experiment, we used dataset having 297 total number of patient records. Large part of records 

in the dataset is used for training and rest of them are used for testing. The main difference between 

the dataset given as input to training and testing is that, the input we are giving to training is the data 

with correct diagnosis (14th field in the dataset)  and whereas the input data of testing doesn’t have the 

correct diagnosis purposely. The Diagnosis (14th) field refers to the presence or absence of heart 

disease of that respective patient. It is integer valued field, having value 1(absence of disease) or         

-1(presence of disease). So that at the end of testing process we can check the result in the output file 

created after testing and verify the efficiency of the proposed model in terms of accuracy. 

The experimental results are shown in the Figure 4. 

 

 

Figure 4. Results of Training and Testing 



International Journal of Engineering Sciences & Emerging Technologies, Feb. 2013. 

ISSN: 2231 – 6604        Volume 4, Issue 2, pp: 19-26 ©IJESET 

 

25 

 

In the Sequential Minimal Optimization procedure KKT conditions are checked to be within of 

fulfillment and we set to 0.001 in the experiment. So it is acceptable for examples on the positive 

margin to have output between 0.999 to 1.001. The SMO algorithm will not converge as quickly if it 

is required to produce very high output. 

VI. CONCLUSION 

This paper proposes a model of decision support system for heart disease based on Sequential 

Minimal Optimization in Support Vector Machine. For training of SVM we used SMO algorithm 

which incorporated its features like high accuracy and high speed in the proposed model. Because of 

its ease of use and better scaling with the training set size, SMO is a strong candidate for becoming 

the standard SVM training algorithm. 

VII. FUTURE WORK 

In future, research issues on improving SMO using decomposition techniques can be explored on 

techniques like shrinking and kernel caching. Further improvements to working set selection can be 

done. Also the same model can be extended, for the multi level classification purpose. 
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