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ABSTRACT 

Beginning with an overview of cloud computing, this paper explains its fundamental ideas and discuss some of 

its most important characteristics, including scalability, flexibility, and demand. It describes the advantages and 

uses of cloud computing's resources, such as Infrastructure as a Service (IaaS), Platform as a Service (PaaS), 

and Software as a Service (SaaS), comparison of cloud -based AI and ML framework their many responsibilities. 

The advantages and drawbacks of cloud computing are also covered in this study. Benefits including reduced 

investment costs, increased production, and improved teamwork are evident. Additionally, it discusses risk-

mitigation strategies such data encryption, authentication procedures, and compliance standards as well as 

security and privacy concerns related to cloud computing. It demonstrates how cloud computing may assist 

innovation and enhance performance by examining the effects of these firms on efficiency, effectiveness, and cost 

effectiveness. Finally, the study paper discusses upcoming technologies including serverless computing, edge 

computing, and packaging to show future trends and advancements in cloud computing. In a nutshell, by using 

AI and ML this research study offers a thorough analysis by looking at the cloud computing structure, deployment 

approach, benefits, difficulties, and real-world applications. It gives enterprises, decision-makers, and 

researchers insight on how to fully utilize cloud computing in an increasingly digital world.  

KEYWORDS: Cloud computing, AI/ML, cloud security, cloud storage.  

1. INTRODUCTION   

The term cloud computing has emerged recently but has not been widely used. Among the many 

definitions available, the simplest is "a network solution that provides affordable, reliable, simple and 

easy access to IT resources. Cloud computing is considered service-oriented, not application oriented. 

The service-oriented nature of cloud computing not only reduces equipment overhead and cost of 

ownership, but also offers flexibility and improved performance to end users. A central concern of the 

cloud technology revolution is security and privacy. Ensuring data integrity, confidentiality and security 

is critical for cloud services. For this purpose, some service providers use different strategies and 

methods depending on the nature, type, and size of the data. One advantage of cloud computing is that 

data can be shared between different organizations. However, this advantage brings risks to the data. To 

avoid data risk, it is necessary to protect stored data. One of the most important questions when using 

clouds to store data is whether to use third-party cloud services or create a cloud organization. 

Sometimes information, such as national security information or confidential information for future 

products, is too important to store in the cloud. Such data can be very sensitive and the consequences 

of exposing such data in the cloud can be huge. In this case, it is recommended to use a company in the 

cloud to save the data. This approach helps protect data from local data management through policies 
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[1]. It has become a cloud computing bug. Data storage is considered one of the main factors in terms 

of security, accessibility, reliability, and cost. As technology advances, Internet use becomes more 

common, and hardware and software costs increase accordingly. The cloud service concept has been 

successful and profitable in the short term to reduce hardware and software costs by providing services 

tailored to the needs of users over the Internet. Cloud services have recently become a solution because 

one of the main reasons why management turns to IT is not a new idea, but the fact that there are small 

fees to pay. But as we grow and develop, we see computer electronics expand and serve the same 

purpose in the homes and offices of people across the country as electronics and telephones do today. 

Now we see that his predictions were correct, and he talks about the use of electricity today. In the 

1990s, when grid computing was born and offered services on demand. Resources depend only on how 

much they are used [2].  

Productivity challenges and recording of financial information were observed e.g., a major problem for 

businesses until the adoption of cloud storage. The cloud was not immediately seen as a serious solution 

to this problem. However, the cloud has striven to become one of the most important and fundamental 

technologies that other technologies rely on. In addition to backup, a high level of organization was 

essential for large databases.  Artificial intelligence was first applied to organizational issues cloud and 

then became essential to it[3]. Currently, the most advanced cloud platforms are those merged with 

artificial intelligence (art intelligence) provides. Artificial intelligence is also important for big data 

analytics and aimed at the development of cloud and artificial intelligence [4].   

Cloud service providers combine large amounts of computing, storage, and networking resources and 

make those resources available to users through virtualization and other technologies. These funds are 

allocated as needed and paid based on volume. With the continuous development of cloud computing 

technology, its application area is expanding and expanding. In the early days of cloud computing, the 

problems of dividing tasks and combining results were simply solved by distributed computing. 

Therefore, cloud computing is also called network computing. This technology can process tens of 

thousands of data in a very short time (seconds), enabling high performance web services [5].  

Big data is important because people exchange countless units of data in real time, not to mention the 

amount of data produced historically. This knowledge is priceless if addressed correctly [6]. The cloud 

and artificial intelligence give society a better price-quality ratio compared to previous traditional 

technologies, better organization, access to information not available before and data storage is even 

more secure for modern column technologies Amazon offers an advanced analytics service as one of 

its core services [6].  

1.1 Overview of cloud computing AI/ML  
The main goal of the rapid development of artificial intelligence is to better serve other industries. AI-

as-a-Service products based on cloud computing also best represent this development goal.   

In order to maintain a leading position in the market competition, more and more AI companies are 

trying to integrate AI technology with other related applications, products, services and various methods 

of big data analysis. Modern companies hope to use artificial intelligence technology to create one of 

the easiest and most popular ways to use artificial intelligence products as services based on cloud 

computing [32].  

Artificial intelligence has already become an integral part of our lives. GPS tracking services, high-

speed voice recognition, digital assistants, chatbots and automated repair services are common 

examples of AI.  

 But the range of apps goes far beyond Siri and Amazon Alexa. Artificial intelligence and cloud 

computing offer analytics solutions, data mining and processing applications, cloud security 

automation, overall savings and better decision making with AI-based solutions.   

As the speed of big data increases, so does the need for integrated systems of flexibility, security and 

efficiency. Artificial intelligence will play an important role in companies in the near future in 

improving big data management, customer experience and security. This white paper explores how 

artificial intelligence is shaping the future of small and large organizations through AI technologies and 

the scale of those technologies [33].   

1.2  Cloud based AI/ML Frameworks  
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Figure 1 Cloud Implementation using ML 

  

1.2.1 Amazon Sage-Maker 

A fully managed service for building, training, and deploying machine learning models. It offers a suite 

of user algorithms, distributed training capabilities and integration with AWS infrastructure.    

AWS Deep Lens: a video camera with deep learning capabilities that integrates with AWS services to 

build and deploy models for computer vision [34].  

  

1.2.2 AWS Recognition   
A deep learning-based image and video analysis service that can recognize objects, people, text and 

scenes from images and videos [35].  
  

1.2.3 Google Cloud AI Platform  

 A comprehensive platform for training, deploying and managing ML models. It offers a wide range of 

tools to automate machine learning tasks, including Auto-ML [36].  

  

1.2.4 Google Auto-ML  
An automated machine learning service that allows users to build custom ML models without extensive 

knowledge [37].  

   

1.2.5 Google Vision API  
An image analysis service that can identify and understand the content of images, such as objects, faces, 

and text [38].  

  

1.2.6 Azure Machine Learning  
A cloud-based service that enables end-to-end machine learning workflows, including model 

development, training, deployment, and monitoring [39].    

  

 1.2.7 Azure Cognitive Services 
 A suite of artificial intelligence services, including computer vision, natural language processing and 

speech recognition, that can be easily integrated into applications [40].  

   

1.2.8 Azure Custom Vision 
A service that allows users to build custom image classification models using their own identified 

datasets [41].  

  



International Journal of Engineering Sciences & Emerging Technologies, Oct. 2023. 

ISSN: 22316604                    Volume 11, Issue 2, pp: 290-306 ©IJESET 

 

 
293 

1.2.9 Watson Studio 
An integrated environment for building, training, and deploying artificial intelligence models. It 

supports multiple programming languages and offers collaborative features [42].  

   

1.2.10 Watson Assistant 
A service for creating AI chatbots and virtual assistants that understand and respond to user questions 

[43].   

  

1.2.11 Watson Visual Recognition 
Service for training custom image classifiers and visual analysis of images and videos [44].   
  

1.3 Comparison of cloud-based AI and ML frameworks   
  

1.3.1 Watson Visual Recognition  

1.3.1.1 Features   

Sage Maker provides a comprehensive platform for building, training, and deploying machine learning 

models. It supports many frameworks such as TensorFlow, Py-Torch and MX Net. It also provides 

automatic model updates, built-in algorithms, and integration with other AWS services.  

1.3.1.2 Scalability  
 Sage Maker is designed to scale seamlessly, allowing you to train models on large datasets spread across 

multiple instances.  

1.3.1.3 Easy to use 
 It provides a user-friendly interface and simplifies machine learning workflows with off-the-shelf 

notebooks and simple model options. However, some jobs may require training.  

1.3.2 Google Cloud AI Platform  

1.3.2.1 Features 
AI Platform provides the foundation for building and implementing AI/ML models. Among other things, 

it supports Tensor Flow, scikit-learn, and XGBoost. Provides access to predefined models, hyper 

parameter editing and Auto ML features.  

1.3.2.2 Scalability 
 Google Cloud AI Platform can handle training at scale and distributed across multiple instances to 

improve efficiency.  

1.3.2.3 Ease of use 
It integrates well with other Google cloud services and makes it easy to set up and manage your machine 

learning pipeline. The platform features a user-friendly web interface and scripting tools for easy 

interaction.  

1.3.3 Microsoft Azure Machine Learning 

1.3.3.1 Capabilities 
Azure Machine Learning provides a variety of tools for building, training, and deploying models. It 

supports many frameworks such as TensorFlow, Py-Torch and scikit-learn. It provides automated 

machine learning, model interpretation, and integration with Azure services.  

1.3.3.2 Scalability 
Azure Machine Learning enables you to distribute workloads across multiple nodes by providing 

scalable training and inference by leveraging Azure infrastructure.  

1.3.3.3 Easy to use 
 It has a user-friendly interface with drag and drop functionality, Jupiter notebook integration, and 

comprehensive SDKs for various programming languages.  

1.3.4 IBM Watson Machine Learning 

1.3.4.1 Features 
Watson Machine Learning provides tools for building and implementing models. Support for popular 

frameworks such as Tensor Flow, PyTorch, and Keras. It offers machine learning capabilities, a simple 

deployment model, and integration with Watson Studio.  
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1.3.4.2 Scalability 
Watson Machine Learning leverages the IBM Cloud infrastructure to provide scalable training and 

inference across distributed resources.  

1.3.4.3 Easy to use 
It has a user-friendly web interface and integrates with other IBM cloud services. However, some 

advanced features may require experience in the IBM Cloud ecosystem.  

2. LITERATURE SURVEY  

Alvaro López García et. al [7], suggests that, the DEEPHybrid-Data Cloud framework is suggested in 

this study with the goal of offering machine learning practitioners a complete collection of tools and 

cloud services encompassing the whole machine learning development cycle. Model development, 

training, validation, testing, serving, sharing, and publication are tasks that fall under this category.  

In order to efficiently use distributed resources for compute-intensive tasks in machine learning 

research, the framework enables transparent access to already-existing e-Infrastructures. Through 

cloud-based services, a serverless architecture, and a DevOps methodology, it enables scientists to make 

their models accessible to the general public. This makes it easier to share, publish, and use developed 

models.  

The community-driven DEEP project intends to assist user groups in creating machine learning services 

and applications without having to worry about technical concerns. The project focuses on biological 

research communities.  

Ala'a Al-Shaikh et. al [8], Suggests that, in order to address the issue of resource usage in cloud 

computing, this In order to address the issue of resource usage in cloud computing, this study provides 

an algorithm based on the greedy method. The issue is predicated on a privately held cloud that connects 

to the Internet and provides worldwide service to numerous consumers. The goal is to determine the 

most profitable usage schedule for a given resource in terms of the number of time slices it will be used. 

Its computational difficulty is demonstrated by the fact that the problem is NP-Complete. To create an 

effective solution, the suggested algorithm combines the 0/1 Knapsack issue and the activity-selection 

problem. The algorithm is implemented in Java, and its runtime complexity is determined to be 

O((FS)nLogn), where F is the highest possible profit and S is the number of time slices.  

Chandresh Kumar Chhatlani et. al [9], Suggests that, Security worries, particularly those related to 

possible data breaches, have slowed the rise of cloud computing. To combat this, businesses are shifting 

to private clouds and putting in place a range of security measures to enhance public perception of cloud 

computing. To protect data and set guidelines between Cloud Service Providers and end users, 

government regulations are anticipated to be passed. New tools with enhanced user interfaces, speed, 

economic efficiency, accuracy, and security will be created in the future. According to studies, cloud 

computing will grow in acceptance by 2020, with private clouds seeing a higher rate of adoption 

because of their organizational control and focused operation.  

Efficiency and collaboration will be improved by the idea of domain linkages and shared services 

among cloud domains.  

Access to computing resources on a worldwide scale will be made simpler by a proposed domain 

relationship model via an intermediary platform.  

With better flexibility and application generalization, cloud computing presents interesting potential. 

Data analysts and programmers will have more chances since cloud providers will keep their data 

updated more frequently than cloud users.  

The adoption of private clouds and the implementation of strict security measures can assist to clear up 

the cloud computing industry's murky reputation, even though security concerns have generally slowed 

down the expansion of the cloud computing industry. Government restrictions, better tools and 

interfaces, domain cooperation, more customization options, and better data management capabilities 

are all aspects of the cloud computing future.  

Aleksandar Petrović et. al [10], Suggests that, the integration of artificial intelligence (AI) and cloud-

based storage options is examined in this research in light of the expanding popularity and uptake of 

cloud computing. It starts by giving a quick overview of each technology before going into detail about 

the advantages that can be obtained by integrating them. The analysis emphasizes social and economic 

benefits.  



International Journal of Engineering Sciences & Emerging Technologies, Oct. 2023. 

ISSN: 22316604                    Volume 11, Issue 2, pp: 290-306 ©IJESET 

 

 
295 

The study demonstrates how AI may improve cloud storage by enabling sophisticated data analysis and 

classification techniques. The corporate world has adopted the habit of storing massive volumes of data 

in the cloud, and AI offers the means to uncover insightful information from this data. However, the 

authors also issue a warning about the possible dangers and difficulties connected with the fusion of 

cloud and AI technology. The report highlights the necessity of ongoing research and development to 

enhance current solutions and maybe open the door for the advent of universal AI. It also emphasizes 

the significance of adopting legal guidelines to address the potential dangers and effects of AI. Although 

the authors admit that the marriage of AI with cloud computing fosters creativity and has the potential 

to benefit society, it should be used with prudence. In conclusion, This paper examines the benefits and 

advancements brought about by the combination of AI and cloud storage technologies. It analyzes the 

advantages, difficulties, and hazards connected with this combination and highlights the requirement 

for additional study, development, and regulatory concerns.  

Ashawa Et Al [11], Suggests that, the main topic of this study is resource distribution in large-scale 

distributed computing, particularly in the light of cloud computing. The goal is to maximize throughput, 

or overall computer efficiency. In the paper, cloud computing is distinguished from grid computing, 

and the difficulty of distributing different virtualized resources in cloud environments due to a variety 

of application workloads is acknowledged.  

The LSTM (Long-Short Term Memory) method is suggested for use in the research's construction of a 

dynamic resource allocation system. The best additional resource to allot is determined by this system's 

analysis of application resource use. Virtually real-time simulations show how well the trained LSTM 

model allocates resources. Additionally, the study investigates the advantages of incorporating dynamic 

routing methods, particularly for cloud data center traffic.  

The advantages of MCTS when traffic patterns are stable are highlighted by comparisons between 

LSTM and Monte Carlo Tree Search (MCTS).  

In comparison to alternative load balancing methods, the suggested model for resource allocation 

exhibits improved accuracy rates and decreased error percentages in traffic load average request 

blocking likelihood. The study recommends further investigation into the implementation of cloud data 

centers employing various machine learning and heuristic methodologies for load balancing.  

The research does, however, admit some constraints. It did not consider power minimization or energy 

usage in wired and wireless networks. Without testing on more network data, the experimental results, 

which are based on a small number of networks, may not be generalizable.  

In summary, this study uses the LSTM algorithm to examine dynamic resource allocation in cloud 

computing. It investigates the incorporation of dynamic routing algorithms and contrasts MCTS with 

LSTM. In comparison to alternative load balancing strategies, the suggested model shows higher 

accuracy and lower error rates. Future research will focus on network device energy consumption and 

power minimization as well as additional algorithm creation and implementation in cloud data centers.  

Sachin Shankar Bhosale et. al [12], Suggests that, Since Amazon's cloud services were launched in 

2006, cloud computing has grown significantly in prominence. The number of local businesses using 

cloud services is anticipated to increase as a result of Hong Kong's extensive data processing needs 

across numerous industries. The study of cloud computing has grown significantly in importance in 

computer science, especially when it comes to large data, where cloud computing is crucial.  

Further demonstrating the importance of cloud computing is Lenovo's opening of a sizable cloud R&D 

facility in Hong Kong. It has the potential to drastically change a substantial segment of the IT sector 

by increasing the availability of software as a service and influencing the creation and acquisition of IT 

hardware. With cloud computing, developers are no longer required to make significant hardware 

investments or pay for ongoing expenses. They can scale their services in accordance with demand, 

preventing resource waste or losing out on potential clients and income.  

Utilizing cloud computing enables businesses with big batch-oriented operations to scale their programs 

across several servers without incurring additional fees, resulting in speedier outcomes. This level of 

resource flexibility without the requirement for substantial investments is unheard of in the history of 

IT. The advent of cloud computing heralds the start of a new age in data and communication 

technologies that has the potential to transform conventional computing methods.  

Although customers are still getting used to this technology, cloud computing is gradually replacing 

traditional computers. This change makes it possible for programmers with creative ideas for internet 

services to create their tools and applications without incurring major up-front fees.  

https://www.researchgate.net/profile/Sachin-Bhosale-4
https://www.researchgate.net/profile/Sachin-Bhosale-4
https://www.researchgate.net/profile/Sachin-Bhosale-4
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As a result of its scalability, affordability, and flexibility, cloud computing has revolutionized the IT 

sector. Significant interest and acceptance are being driven by its influence on computing methods and 

the potential to alter numerous industries in Hong Kong and throughout the world.  

Peter Kairouz Et. al [13], Suggests that, Federated learning (FL) is a machine learning strategy where 

numerous clients work together to train a model while maintaining decentralized data under the 

supervision of a central server. The challenges and unresolved issues surrounding FL are examined in 

this paper along with current developments in the field.  

FL addresses the costs and privacy hazards associated with centralized machine learning and data 

science methodologies by concentrating on data acquisition and minimization. The research underlines 

the requirement for diverse privacy approaches to be tailored to FL deployments in the real world. This 

entails using several independent actors, training different machine learning models over overlapping 

populations with time-evolving data, and considering non-deterministic elements like client availability 

while preserving privacy and utility without exhausting the privacy budget.  

Several approaches are put forth to deal with these difficulties, including trusted execution 

environments (TEEs), homomorphic encryption (HE), and secure multiparty computation (MPC). 

Although some MPC techniques have been effectively scaled up for critical FL operations, many vital 

functionalities still call for a significant amount of communication and compute resources. Creating a 

trustworthy and impervious to exploit TEE platform, as well as setting up supporting infrastructure and 

procedures to guarantee particular privacy features, remain open challenges.  

The paper emphasizes the development and importance of FL in machine learning research in its 

conclusion. It highlights the necessity of modifying differential privacy strategies for FL deployments 

in the real world and explores the difficulties in obtaining privacy, security, and value in federated 

learning systems.  

Waleed Al Shehri et. al [14], suggests that, this report explores the concept of Database as a Service 

(DBaaS) and its functioning within the context of cloud computing. It highlights the shift of databases 

to the cloud and the benefits it offers in terms of availability and cost savings compared to traditional 

data centers. DBaaS allows organizations to leverage the resources provided by service providers 

without the need for investing in and maintaining hardware and software.  

The report discusses the working of DBaaS, including data storage, management, and access 

mechanisms. It also addresses the challenges faced by DBaaS, such as scalability, security, data 

integration, and vendor lock-in. The structure of databases in cloud computing and their collaboration 

with nodes are examined, emphasizing enhanced reliability and fault tolerance.  

Furthermore, the report emphasizes the importance of considering key factors before adopting a DBaaS 

provider. It discusses performance, availability, compliance, and cost analysis as crucial considerations 

for organizations.  

The advantages of DBaaS are highlighted, including reduced infrastructure costs, scalability, 

accessibility, and improved backup and disaster recovery capabilities. However, the report also 

acknowledges the disadvantages, such as dependency on service providers, limited control, and 

potential security risks.  

The report concludes by noting that DBaaS has been successfully adopted by many e-commerce 

companies, who have experienced significant benefits. The advantages of cloud database services 

outweigh the disadvantages, and organizations can choose the provider that best suits their 

requirements.  

Overall, the adoption of DBaaS has revolutionized the way organizations manage their databases, 

providing efficient and cost-effective solutions while ensuring 24/7 availability of data.  

Ahmed Albugmi et. al [15], Suggests that, this paper focuses on the security of data in cloud computing. 

It delves into various aspects related to data protection, including methods and approaches used 

worldwide to mitigate risks and threats. The paper examines the potential risks associated with the 

availability of data in the cloud, such as exposing data to applications that may have security 

vulnerabilities. It also highlights the security implications of virtualization in cloud computing, 

particularly when running a guest operating system over a hypervisor without knowledge of its 

reliability.  

The study provides insights into data security aspects for Data-in-Transit and Data-at-Rest, covering all 

levels of cloud computing services: SaaS, PaaS, and IaaS. With the increasing use of cloud computing 

for data storage, there is a growing need to enhance data protection measures. The paper discusses the 



International Journal of Engineering Sciences & Emerging Technologies, Oct. 2023. 

ISSN: 22316604                    Volume 11, Issue 2, pp: 290-306 ©IJESET 

 

 
297 

risks and security threats to data in the cloud and provides an overview of three types of security 

concerns.  

The examination of virtualization aims to identify threats posed by hypervisors, while the discussion 

on public cloud and multitenancy explores the associated risks. The primary focus of the paper is data 

security in cloud computing, including threats and potential solutions. It addresses data security in 

different states and presents efficient encryption techniques such as block ciphers, stream ciphers, and 

hash functions for safeguarding data in the cloud, whether it is at rest or in transit.  

Vijay Kumar Damera et. al [16], Suggests that, this research paper explores cloud computing as an 

emerging technology that provides on-demand services via the internet. The adoption of cloud 

computing is increasing in various industries due to its scalability, pay-per-use model, and self-service 

capabilities. However, the limited control over data in the cloud can lead to security issues such as data 

crashes, misuse, insecure APIs, insider threats, shared technology issues, account services 

vulnerabilities, and traffic hijacking.  

The paper discusses the importance of addressing security risks and challenges in cloud computing. It 

highlights the need for ongoing research and technological advancements to improve cloud security and 

provide assurance for users. The framework presented in the paper covers the concept of cloud 

computing, major security risks, research challenges, industry applications, and potential future 

advancements in cloud security.  

Additionally, the paper emphasizes the significance of cloud computing in key industries and provides 

insights into the increasing adoption of cloud services from 2015 to 2017. The potential impact of 

automation in cloud computing is also discussed, highlighting the need for further research and 

addressing the associated security issues.  

Overall, the paper aims to enhance the understanding of design challenges in cloud computing and 

contribute to future research in this field, especially in terms of security.  

Akherfi, K., Gerndt, M., & Harroud, H et. al [17],  Suggests that, It highlights the benefits and 

opportunities cloud   computing brings to all types of organizations, while addressing the issues and 

challenges that may hinder its adoption. This study uses a mixed method approach, reviewing both 

quantitative and qualitative studies from the past. The results of the data analysis show current and 

future trends in cloud computing and highlight related issues and issues. The technology is promising 

and is expected to continue to evolve. Cloud computing is seen as a solution to the current and future 

needs of businesses. The ability to store and access data at any time has led to the rapid development 

of cloud computing. Service providers continue to expand their offerings to include better verification 

services.   

There are many benefits of using cloud computing and cloud storage services, where data security is 

important. In the future, companies will have no choice but to store information in the cloud, and 

competition will intensify based on information security and the ability to share and access information. 

The institution's success is expected to increase.   

To stay competitive, organizations need a reliable cloud environment that meets their needs. ISPs need 

to increase speed and reduce battery life to access data in the cloud. Companies that do not receive these 

advances will be less competitive.  

Garrison, G., Kim, S., Wakefield, R.L. et. al [18],suggests that, Cloud computing, particularly 

Infrastructure as a Service (IaaS), has become a popular model for delivering computing services. 

Resource management is an essential part of IaaS in cloud computing, providing benefits such as 

increased capacity, better service, reduced administrative overhead and better financial performance. 

Traditional resource management systems based on static principles are limited to dynamic scenarios 

and lead to data-driven, machine learning-based approaches. This document provides a detailed 

overview of the challenges of machine learning (ML)-based management in cloud computing. It 

discusses various machine learning methods for task estimation, task scheduling, virtual machine 

integration, resource utilization, energy optimization and more. This paper explores the strengths and 

limitations of the current approach and suggests possible future research directions based on these 

challenges and limitations. Research results show that machine learning models can be effectively used 

in cloud computing to achieve optimization goals and solve complex problems. Machine learning 

methods open up opportunities for intelligent management of resources and applications. Efficient 

strategies such as reinforcement learning and deep learning can be used to improve performance and 
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improve resource management. This white paper presents advances in machine learning techniques for 

cloud management and fills research gaps in this field.  

Etinosa Noma-Osaghae Et. al [19], Suggests that, Cloud computing revolutionized the IT world by 

providing the computing power and storage needs of the Internet. However, these technologies face 

challenges in the context of the Internet of Things (IoT). This paper covers emerging technologies in 

the cloud, their design, opportunities, and challenges. This paper examines how cloud computing can 

be transformed by combining the capabilities of different cloud service providers (CSPs) to increase 

efficiency, reduce latency, and increase bandwidth. The use of these models in health services is 

introduced, and their contributions and problems are examined in detail. The architecture and 

enhancements to these technologies are also described. Future research directions discussed in this 

paper include review of machine learning algorithms to identify vulnerabilities in United Healthcare 

cloud environments to improve quality of service (QoS). A comparative study of cloud computing and 

cyber-physical systems is also presented. Overall, this paper provides a comprehensive overview of 

cloud computing technologies, their impact on ecosystem health, and potential research 

recommendations. It highlights the importance of these standards for the processing, storage, and 

transmission of information around the world.  

Martin Abadi et. al [20], Suggests that, TensorFlow is a powerful machine learning system developed 

by Google that is designed to work at scale and in diverse computing environments. It uses data flow 

diagrams to represent calculations, shared space, and operations that change state. TensorFlow can 

distribute these graphs across multiple machines in a cluster and across multiple computing devices 

(e.g., CPUs, GPUs) and dedicated hardware (e.g., Tensor Processing Units (TPU)) within a single 

machine. One of the main advantages of TensorFlow is its flexibility, which allows developers to 

experiment with different optimization techniques and training algorithms. Unlike previous systems 

that had built-in shared space management, TensorFlow offers a more open and extensible programming 

model. It supports a wide range of applications with a strong emphasis on deep neural networks for 

training and inference. Many Google services use TensorFlow in production, and it has gained 

considerable popularity as an open-source project with thousands of forks and many machine learning 

models built on top of it. The article highlights the TensorFlow dataflow model and demonstrates its 

superiority over existing parameter server systems. It shows how TensorFlow enables large-scale 

heterogeneous computing for both production tasks and experimental purposes. The paper also provides 

examples of how TensorFlow supports experimentation and demonstrates that its applications are both 

functional and scalable.  

While TensorFlow has shown promising results, the paper acknowledges that it is still a work in 

progress. Default policies that work well for most users have yet to be established, and further research 

into automatic optimization is needed. The system-level development of TensorFlow includes 

algorithms for automatic placement, core fusion, memory management, and scheduling. The document 

acknowledges the need to strengthen the consistency of certain TensorFlow implementations and 

ongoing research to address this. In addition, the dynamic nature of some algorithms, such as deep 

reinforcement learning, presents interesting challenges for the efficient use of distributed resources.  By 

sharing TensorFlow implementations and collaborating with the scientific community, the authors hope 

to encourage further research on distributed systems and machine learning. The goal is to continue to 

improve TensorFlow's features, address its limitations, and advance the fields of distributed systems 

and machine learning as a whole.  

Adam Paszke et. al [21], Suggests that, the article introduces PyTorch, a machine learning library that 

aims to combine usability and speed. Unlike other frameworks, PyTorch uses an imperative and Python 

programming style that makes it easy to write and debug code. It also integrates well with popular 

scientific computing libraries and supports hardware accelerators such as GPUs for powerful 

performance.  

The article outlines the principles behind the implementation of PyTorch and how they are reflected in 

its architecture. One of the key aspects is that PyTorch is designed like a regular Python program, giving 

users complete control over its functionality. The document also emphasizes the careful and pragmatic 

implementation of runtime components that together achieve high performance.  

Several common benchmarks illustrate the performance of individual subsystems and the overall speed 

of PyTorch. This demonstrates the effectiveness of PyTorch in providing both usability and 

performance.   
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PyTorch has gained popularity in the deep learning research community due to its focus on usability 

and efficiency. Ongoing efforts to improve the speed and scalability of PyTorch will be mentioned later 

in this document. Special emphasis is placed on the development of PyTorch JIT (Just-In-Time), which 

provides tools to run PyTorch programs outside the Python interpreter for further optimization. The 

article also mentions plans to improve support for distributed computing by providing efficient 

primitives for data parallelism and a Pythonic library model parallelism based on remote procedure 

challenges. These improvements will contribute to the continued growth and adoption of PyTorch in 

the deep learning community.  

Odun-Ayo et. al [22], Suggests that, this summary discusses the evolving nature of cloud computing as 

the most visible IT paradigm of recent times. The cloud service allows users to use the resources, 

applications and infrastructure provided by the cloud service providers for a fee. Access can be in the 

form of pre-installed applications or the ability to develop and deploy user applications using cloud 

services. The cloud also provides a comprehensive storage infrastructure for user databases and data.  

The presentation focuses on analyzing current trends and developments in cloud computing architecture 

by analyzing articles published in journals, conferences, and white papers. The main architectures 

covered are Software as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service 

(IaaS), which can be deployed in private, public, community, or hybrid clouds.  

However, the analysis reveals that only a few articles discussed "As a Service" models, and a limited 

number of articles discussed the main players of cloud services. This highlights the need for further 

research in these areas.  

The benefits of cloud computing are that it provides businesses, SMEs, and individuals with scalable, 

on demand resources from anywhere, anytime, without the need to invest in internal application 

development infrastructure. According to the report, companies allocate the most budgets to SaaS 

service, and the use of public clouds is growing even more compared to private clouds.  Together, this 

summary highlights the importance of cloud services and the need for further research in certain areas. 

This suggests that the findings are useful for cloud service providers, users, and researchers.  

Jain, k., and Bhatnagar, et. al [23], Suggests that, Since the 1990s, the development of knowledge has 

always been driven by changes. Researchers have developed many ideas and combinations to improve 

database resources and solve new problems. Introduced in the 1970s, the relational model 

revolutionized data management by allowing data to be tables with relationships. Relational databases 

dominated the field for many years, but as data volumes and needs grew, their limitations emerged. In 

the late 2000s, NoSQL databases emerged as an alternative, providing flexibility and data flexibility to 

deal with heterogeneous data. NoSQL databases do not replace relational databases, but provide 

additional options for specific applications. The evolution of databases continues as new technologies 

such as NewSQL and multilingual persistence add additional capabilities and expand resources 

according to the ever-changing needs of databases.  

Caiyun xu, et. al [24], Suggests that, This paper describes the problems caused by the growth of 

knowledge in the context of increasing user numbers and distributed technologies. Traditional systems 

can struggle to handle large amounts of data in a cloud environment. To improve storage performance, 

This paper focuses on data partitioning algorithm to reduce response time of data backup. Data printing 

techniques are also being explored to improve storage performance. In the context of virtualization, 

scalability, and cloud computing, optimizing the performance of distributed storage systems while 

maintaining high reliability has become a major research challenge. This paper specifically examines 

data distribution systems based on deduplication. Compared with the long-distance block algorithm and 

the variable length block algorithm, the slider algorithm is designed to optimize storage space utilization 

in the cloud environment, reduce data backup time, and improve distributed data storage performance  

Liu Kun et. al [25], Suggests that, the popularity and significance of cloud computing and cloud storage 

are highlighted in This paper's overview. The author examines the architecture of cloud storage and two 

proprietary, real world business model-based technologies, GFS (Google File System) and HDFS 

(Hadoop Distributed File System). This paper discusses the difficulties of data storage in a cloud 

environment and emphasizes the significance of cloud data storage in the context of cloud computing. 

The cloud storage architecture built on the eye OS Web operating system is also introduced by the 

author, along with other related concepts.  
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This paper's final section focuses on how dispersed data and informal management via Hadoop's HDFS 

technology might improve the data storage process. The authors describe how the eyeOS online 

operating system incorporates these advances.  

This presentation serves as an overall illustration of the rapid development of cloud computing and the 

significance of accurate and relevant information in cloud environments. The design and development 

principles offer a lot of useful information about how to use cloud storage services. Tests have shown 

the system's efficacy and ease of use.  

Nan Wu and Yuan Xie. 2021 et.al [26], Suggests that, this publication highlights the need to rethink the 

relationship between machine learning (ML) and computer architecture/system design. It highlights the 

potential of machine learning to transform the way computer architectures and systems are designed, 

leading to increased productivity and a productive success cycle.   This paper aims to provide a 

comprehensive review of machine learning applications for computer architecture and design. 

Classifies machine learning methods according to their role in design, distinguishing between rapid 

modelling and the use of machine learning as a design model. It also identifies common problems that 

can be solved using machine learning in computer architecture/system design and discusses specific 

learning techniques applied to each problem. While focusing on computer architecture, the article also 

considers the concept of the data center as a warehouse-scale computer and briefly talks about adjacent 

areas such as code generators and aggregators. Demonstrates how machine learning techniques can help 

and change design automation.   In addition, This paper provides a vision of future opportunities and 

possible directions for using machine learning in computer architecture and design. It envisions a 

successful society where machine learning techniques can be used efficiently on powerful computers 

to create the next generation of computers, and highlights the social implications of machine learning 

and the machine.   Overall, This paper promotes the use of machine learning to advance computer 

architecture and systems, emphasizing that machine learning evolves in powerful machines and designs, 

and recognizing the potential of machine learning techniques to transform these functions.  

Daniel Pop [27], Suggests that, this post discusses the challenges machine learning practitioners face 

when working with big data and the need for new approaches. Traditional machine learning libraries 

are not efficient when dealing with very large datasets, leading to the popularity of computational 

methods such as MapReduce, CUDA, and Dryad. New machine learning libraries such as Apache 

Mahout-TM, Graph-Lab, and Jubatus build on these standards.   also explores the impact of cloud 

computing on machine learning. This includes using statistical tools and libraries in the cloud, creating 

Hadoop clusters in the cloud, and building distributed machine learning algorithms. The article also 

talks about machine learning as software as a service, where companies provide machine learning 

solutions in the cloud. The findings highlight the importance of existing programming techniques such 

as MapReduce for implementing machine learning algorithms in a distributed environment. He also 

noted the need for user-friendly machine learning solutions in the context of cloud computing, targeting 

users with little programming or statistical knowledge.   Overall, this post highlights the challenges of 

dealing with big data in machine learning and the adoption of clustering techniques and climate 

comparisons to solve them. It also demonstrates the need for user-friendly distributed machine learning 

solutions.  

Marios Avgeris [28], Suggests that, This paper discusses the problems arising from the use of resources 

used in continuous communication. As a solution, work offload is proposed, which is the process of 

offloading computationally intensive work to more powerful remote devices. Although cloud 

computing has traditionally been used for offload tasks, its centralized location slows down 

communication and is not suitable for latency sensitive applications.   To solve this problem, the concept 

of edge negotiation was introduced, where cloud computing operates close to terminal equipment at the 

edge of the network. This publication clearly demonstrates that edge computing and cloud computing 

can be combined to reduce workload. It focuses on optimization through mathematical, cognitive and 

control logic to achieve the goals, constraints and adverse conditions of  end-to-end applications.   In 

end-to-end communication, a survey was conducted using equipment, including the end of the network, 

to identify key components in end-to-end communication and calculate connections, starting from the 

end device and before reaching the cloud. This study aims to better understand the task offloading 

problem and to provide the integration of edge computing and cloud computing to solve it.  

Joe Fiala, [29], The literature reviewed in This paper investigates the application of machine learning 

(ML) to regulatory, utility, and security issues in cloud computing. This paper discusses recent research 
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and contrasts several machine learning techniques for bettering security, resource efficiency, and 

resource management. Support vector machines (SVM) and artificial neural networks (ANN) beat 

linear regression (LR) in determining the necessary virtual machine (VM) size for dynamic resource 

management. The decision between SVM and ANN is dependent on the circumstances. Resource- and 

energy efficient machine learning techniques like    auto-lock and collaboration are advised. The best 

approach to use will depend on the circumstances, though. This paper offers a generic framework for 

high-level decision making about cloud computing security that can act as the basis for cutting-edge 

solutions. Although a method employing Naive Bayes Trees (NBT) and Random Forests (RF) works 

well, it is impossible to compare it to other approaches. Other approaches are meant to serve as a 

foundation for future research areas. In summary, this paper demonstrates the potential of machine 

learning applications to improve cloud management, utilities, and security. This highlights the need for 

specific assessments and additional research to refine and refine the plan. 

This paper focuses on the role of cloud computing in managing big data using storage, database, and 

network resources. He distinguished cloud computing from network computing, noting that cloud 

computing involves servers that host applications across multiple companies. Data stored in the cloud 

can be accessed from anywhere as long as there is a constant internet connection. Big companies like 

Amazon, Google and Microsoft are known as cloud service providers.  

Ali Bou Nassif [30], Suggests that, This paper describes data analysis using machine learning (ML) 

techniques for cloud security. The review looked at 63 related studies and combined findings across 

three main research areas: climate change, machine learning methods and outcomes.  The review 

identified 11 aviation security categories, including covert detection, intrusion, self-defense, security, 

vulnerability detection, confidential documents, personal data, DDoS (Distributed Denial of Service), 

DoS (Denial of Service). - service) and search connection (ID). Among them, the most detected were 

DDoS at 16% and data protection at 14%. Regarding machine learning methods, the analysis identified 

30 different methods, all for mixed models and individual methods.  Support vectors (SVM) have 

become the most popular machine learning techniques used in both hybrid and singular models. In 

addition, 60% of the papers compare their models with other machine learning models to evaluate and 

improve accuracy.  13 metrics were found, true positive rate (TPR), true rate, false positive rate (FPR), 

high, negative rate (TNR), false positive rate (FAR), detection, F-measure, non-negative rate (FNR) 

and training time. The most used metric is TPR and the least used is training time. During the audit, 20 

documents were also identified for the evaluation of performance standards; the most used were KDD 

and KDD CUP '99.  In summary, the qualitative literature review provides insights into the intersection 

of machine learning and cloud security. It offers cloud security, popular machine learning techniques 

such as SVM, machine learning model benchmarking, and commonly used metrics and data.  

N. Dhivya [31], Suggests that, This paper explains the science behind cloud computing, starting with 

the history and definition of cloud computing.   

It discusses cloud computing models, including Infrastructure as a Service (IaaS), Platform as a Service 

(PaaS), and Software as a Service (SaaS). They also talk about the introduction of aerial work, its 

advantages, and disadvantages.   
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Figure 2 . Cloud Based Services 

 

This paper clearly shows that cloud computing is a rapidly changing trend that has been rapidly adopted 

since the early 2000s. This refers to various cloud applications such as Google Sheets, Calendar, and 

Presentations, which work similarly to Microsoft tools when connected to the Internet. The purpose of 

This paper is to provide an overview of cloud services, the service models offered by companies 

providing cloud services, and the advantages and disadvantages of cloud services.  

3. FUTURE SCOPE  

After analyzing, different papers certain short comings found can be addressed in future. Some of the 

key points that to be noticed are:  

  

 3.1 Advanced data analytics 

Cloud computing can provide the computing power and storage needed to process big data. AI/ML 

algorithms can use these techniques to perform advanced analytics, including predictive analytics, 

anomaly detection, and realtime decision making [30].     

3.2 Intelligent Automation 

Cloud-based AI/ML services enable intelligent automation of various tasks and processes. This includes 

restructuring, optimizing resource allocation and improving overall performance. By leveraging cloud 

resources, organizations can scale AI/ML capabilities as needed [20].     

3.3 Natural Language Processing (NLP) and Speech-based AI 

 Cloud-based AI services can help improve NLP processes and speech-based AI. These apps understand 

and respond to human speech, enabling voice assistants, chatbots, and virtual agents to provide better 

customer support and a more personalized experience [4].     

3.4 Image and Video Processing  

Cloud computing along with AI/ML can transform images and video into applications. For example, 

cloud services can be used to train deep learning models on big data, perform powerful image 

visualization, object detection, and video analytics [6].     

3.5 Predictive maintenance and the Internet of Things 
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Cloud computing can support predictive maintenance by using artificial intelligence/machine learning 

algorithms to analyze sensor data from IoT devices. By anticipating maintenance needs and identifying 

critical gaps, organizations can reduce equipment downtime and optimize maintenance time [10].        

3.6 Personalized Medicine 

Cloud-based AI/ML solutions can facilitate personalized medicine by analyzing large volumes of 

genomic data, patient data, and clinical trial testing. This can help identify diseases, predict treatment 

outcomes, and identify individualized treatment options [15].  

3.7 Improving cybersecurity  

Cloud-based AI/ML can play an important role in improving cybersecurity measures. It analyzes 

network traffic patterns, identifies potential threats in real time, and automatically responds to security 

events. Additionally, AI-driven authentication mechanisms can strengthen control and protection of 

sensitive data [13].     

3.8 Edge computing and intelligence  

The combination of cloud computing and artificial intelligence / machine learning with edge computing 

(processing data close to the source) opens up new possibilities. AI models can be implemented and run 

on edge devices, reducing latency and enabling real-time decision making in applications such as 

driverless cars, smart cities, and business automation [9].      

4. CONCLUSION  

This research paper offers a thorough analysis of cloud computing, illustrating its development and the 

impact it has had on numerous facets of technology and society. It is evident that cloud computing has 

evolved into the cornerstone of contemporary technology after considering its benefits, difficulties, and 

potential developments.  

These results that we get from numerous papers emphasize the numerous advantages of cloud 

computing, such as cost savings, greater capacity, simplicity of use, and collaboration capabilities. 

Organizations can use cloud platforms to promote productivity, efficiency, and resource use. The way 

that people and businesses use technology has evolved as a result of having access to data and apps at 

any time and from any location. The paper does, however, highlight the problems and worries related 

to cloud computing. Strong steps are necessary in order to address security and privacy concerns.   

Finally, with intense survey of about 40-45 papers we came to conclude that the researches examine 

some anticipated advancements and trends in cloud computing. The effectiveness and capacity of cloud 

platforms will be improved via edge computing, serverless computing, and intelligent integration. There 

is no denying that cloud computing has transformed industries, facilitated digital transformation, and 

encouraged creativity. It enables companies of all sizes to better utilize their available resources, 

streamline processes, and seize new chances. However, it is crucial for businesses and decision-makers 

to address these issues and offer a safe, dependable, and interoperable cloud solution. While using AI 

and ML frameworks we have integrated various services from cloud platforms like AWS and as 

mentioned in the paper. We are finally concluding this paper thoroughly that the cloud computing is a 

technological revolution that has immense promise for business, individuals, and society at large. Its 

continuing advancement and uptake will influence.  

REFERENCES  

[1]  G. Eason, et. al, “On certain integrals of Lipschitz-Hankel type involving products of Bessel functions,” Phil. 

Trans. Roy. Soc. London, vol. A247, pp. 529–551, April 1955.  

[2] J. Clerk Maxwell, A Treatise on Electricity and Magnetism, 3rd ed., vol. 2. Oxford: Clarendon, 1892, pp.68–

73.  



International Journal of Engineering Sciences & Emerging Technologies, Oct. 2023. 

ISSN: 22316604                    Volume 11, Issue 2, pp: 290-306 ©IJESET 

 

 
304 

[3] I. S. Jacobs et. al, “Fine particles, thin films and exchange anisotropy,” in Magnetism, vol. III, G. T. Rado and 

H. Suhl, Eds. New York: Academic, 1963, pp. 271–350.  

[4] Tadwalkar,  S.  (2013).  Cloud  Computing–Still  a  Long  Way  to  Go.  Accessed:  June  21,  2019.  

[5] R. Nicole, “Title of paper with only first word capitalized,” J. Name Stand. Abbrev., in press.  

[6] Y. Yorozu, et. al, “Electron spectroscopy studies on magneto-optical media and plastic substrate interface,” 

IEEE Transl. J. Magn. Japan, vol. 2, pp. 740–741, August 1987 [Digests 9th Annual Conf. Magnetics Japan, p. 

301, 1982].  

[7] ÁLVARO LÓPEZ GARCÍA Et. al , “A cloud-based framework for machine learning workloads and 

applications”, DOI 10.1109/ACCESS.2020.2964386, IEEE Access, VOLUME 4, 2016. 

 [8] Ala'a Al-Shaikh et. al , “Resource Utilization in Cloud Computing as an Optimization Problem”, (IJACSA) 

International Journal of Advanced Computer Science and Applications, Vol. 7, No. 6, 2016.   

[9] Chandresh Kumar Chhatlani et. al, “Scalability in Cloud Computing”, January 2012.   

[10] Aleksandar Petrović et. al, “Integration of Artificial Intelligence with Cloud Services”, January 2019, 

DOI:10.15308/Sinteza-2019381-387, Conference: Sinteza 2019.  

[11] Ashawa et al , “Journal of Cloud Computing”, (2022) 11:87.  

[12] Sachin Shankar Bhosale et. al , “Research paper on Cloud Computing “ , contemporary research in India 

(issn 2231-2137): special issue : april, 2021-june 2021.  

[13] Peter Kairouz et. al , “Advances and Open Problems in Federated Learning”, arXiv:1912.04977v3 [cs. LG] 

9 Mar 2021.  

[14] Waleed Al Shehri et. al ,”Cloud Database as a service”, DOI 10.5121/ijdms.2013.5201, Vol.5, No.2, April 

2013.  

[15] Ahmed Albugmi et. al ,” Data Security in Cloud Computing”,  

Conference Paper DOI:  10.1109/FGCT.2016.7605062 August 2016.  

[16] Vijay Kumar Damera et. al , “Cloud Computing: Security Issues and Research Challenges”, Volume 7, Issue 

11, November (2017).  

[17] Akherfi, K., Gerndt, M., & Harroud, H et. al , “Cloud Computing Trends” Doi: 10.36941/ajis-2020-0008 Vol 

9 No.1 Jan 2020.   

[18] Garrison, G., Kim, S., Wakefield, R.L. et. al , “Cloud Computing” international Journals of Advanced 

Research in Computer Science  and Software Engineering ISSN: 2277-128X (Volume-8, Issue-6 June 2016).  

[19] Etinosa Noma-Osaghae et. al, “Evolutionary Trends in Cloud Computing and Applications to the Healthcare 

Ecosystem” Vol 4 Sep 2021.  

[20] Martin Abadi et. al , “Tensorflow: a system for large-scale machine learning”, arxiv:1605.08695v2 [cs. dc] 

31 may 2016 ,article · may 2016.  

[21] Adam Paszke et. al, “PyTorch: An Imperative Style, HighPerformance Deep Learning Library”, 33rd 

Conference on Neural Information Processing Systems (NeurIPS 2019), Vancouver, Canada.  Preprint December 

2019.   

[22] Odun-Ayo et. al, “Cloud Computing Architecture: A Critical Analysis”, Isaac Odun-Ayo, Member, IEEE, 

Sanjay Misra, Member, IEEE, and Frank Agno.  

[23] Jain, k., and Bhatnagar, et. al . “Evolving Database” International Journal of Computer Applications (0975 – 

8887) Volume 162 – No 9, March 2017.  

[24] Caiyun xu, et. al , “Data storage technology in cloud computing environment”, IOP Conf. Series: Materials 

Science and Engineering 394 (2018) 032074, doi:10.1088/1757-899X/394/3/032074.  

[25] Liu Kun et al., "Cloud Information Technology and Architecture Application Review", 2011 Elsevier 

Ltd.,Publishing Doi: 10.1016/j.  

[26] Nan Wu and Yuan Xie. 2021 et.al , “A Survey of Machine Learning for Computer Architecture and Systems”, 

ACM Comput. Surv. 1, 1, Article 1, (January 2021).  

[27] Daniel Pop , “Machine Learning and Cloud Computing”, 29 Mar 2016.  

http://dx.doi.org/10.15308/Sinteza-2019-381-387
http://dx.doi.org/10.15308/Sinteza-2019-381-387
http://dx.doi.org/10.15308/Sinteza-2019-381-387
http://dx.doi.org/10.15308/Sinteza-2019-381-387
http://dx.doi.org/10.15308/Sinteza-2019-381-387
http://dx.doi.org/10.15308/Sinteza-2019-381-387
http://dx.doi.org/10.15308/Sinteza-2019-381-387
http://dx.doi.org/10.15308/Sinteza-2019-381-387
https://www.researchgate.net/profile/Sachin-Bhosale-4
https://www.researchgate.net/profile/Sachin-Bhosale-4
https://www.researchgate.net/profile/Sachin-Bhosale-4
https://www.researchgate.net/profile/Sachin-Bhosale-4
https://www.researchgate.net/profile/Sachin-Bhosale-4
https://www.researchgate.net/profile/Sachin-Bhosale-4


International Journal of Engineering Sciences & Emerging Technologies, Oct. 2023. 

ISSN: 22316604                    Volume 11, Issue 2, pp: 290-306 ©IJESET 

 

 
305 

[28] Marios Avgeris , “Task offloading in Edge and Cloud Computing”, Volume 195, 4 August 2021.  

[29] Joe Fiala,  “Machine Learning Applications to Cloud Computing”, November 30, 2015  

[30] ALI BOU NASSIF, “Machine Learning for Cloud Security”, February 5, 2021.  

[31] N. Dhivya, “cloud computing”, Volume no.06, Issue on. 12, December 2017.  

[32] Armbrust M et. al,(2009) Above the Clouds - A Berkeley View of Cloud.  

[33] Gens F (2008) Defining "Cloud Services" and "Cloud Computing". IDC eXchange, 23 September 2008.  

[34] LV Xiyan, ZhANG Runtong.The Integration of Enterprise Information Resources Based on SOA[J]. Chinese 

Science and Technology Forum .2006.3 (104).  

[35] WU Jie, FENG Wei, YI Chen SOA and Cloud Computing: Cooperation or Competition [J]. Tracks for 

Standard &          Technology .2010.9.  

[36] Z. Zhou et. al, Edge-intelligence: Paving the last mile of artificial intelligence with edge-   computing. 

Proceedings of the IEEE, vol. 107, no. 8, pp. 1738–1762,Aug 2019.  

[37] A. Angel ova et. al, Pedestrian   detection with a large-field-of-view deep network. In Robotics and 

Automation (ICRA), 2015  IEEE International Conference on, pages 704–711. IEEE, 2015.  

[38] X. Zhang, Y. Wang, S. Lu, L. Liu, L. Xu, and W. Shi. Openei:   Anopen framework for edge intelligence 

CoRR, vol. abs/1906.01864,20193] .  

[39] J. Ba, V. Mnih, and K. Kavukcuoglu. Multiple ob ject recognition with visual attention. arXiv preprint 

arXiv:1412.7755, 2014. 

[40]Dikaiakos, M.D., Katsaros, D., Mehra, P., et al.: Cloud Computing: Distributed Internet Computing for IT and 

Scientific Research 13, 10–13 (2009).  

[41] C. Băsescu, A. Carpen-Amarie, C.Leordeanu, A. Costan, and G. Antoniu, “Managing Data Access on Clouds: 

A Generic Framework for Enforcing Security Policies”, In proceeding of IEEE International Conference on 

Advanced Information Networking and Applications (AINA), 2011. 

[42] R. Sravan Kumar and A. Saxena, “Data integrity proofs in cloud storage”, Third InternationalConference on 

Communication Systems and Networks (COMSNETS), 2011. 

[43] S. Chetlur et al,”Efficient primitives for deep learning”. Xiv:1410.0759, 2014.  

[44] R. Collobert et. al, ‘Torch: A modular machine learning software library. Technical report, IDIAP, 2002.  

[45] Olatunde A. Durowoju, "the impact of security and scalability of  cloudservice on supply chain performance”, 

VOL 12, NO 4, 2011.  

 

AUTHORS 

 

 

 

 

  

  

 

Richa Saxena received her M. Tech degree in Computer Science & 

Engineering in 2013 from TMU. She is currently an Assistant Professor in the 

CSE Department at MIT with 14 years of professional experience. She has 

wide expertise in Cloud Computing with a strong background in Networking. 

Ethical Hacking. Python. IoT and has completed several STCs from NITTTR. 

Chandigarh and FDP's workshops and trainings from various recognized 

organizations. 

 

 Jhalak Bhardwaj is an undergraduate B.Tech student in department of CS&E 

at Moradabad Institute of Technology and will graduate in 2024. She has done 

Certification in Web Development from Duke University by Coursera and also 

doing 2 months internship in Full Stack Web Development offered by Corizo 

Company, basic python, C++, C programming etc. 

 

https://www.sciencedirect.com/journal/computer-networks/vol/195/suppl/C
https://www.sciencedirect.com/journal/computer-networks/vol/195/suppl/C
https://www.sciencedirect.com/journal/computer-networks/vol/195/suppl/C


International Journal of Engineering Sciences & Emerging Technologies, Oct. 2023. 

ISSN: 22316604                    Volume 11, Issue 2, pp: 290-306 ©IJESET 

 

 
306 

  

 

 

 

 

 

 

 

Manasvi Agarwal is an undergraduate B.Tech student in department of CS&E at 

Moradabad Institute of Technology and will graduate in 2024. She has done 

Certification in Web Development from  Coursera and also done Spoken Tutorial 

Python Course. She is fascinated towards Web Development, Cloud Computing 

and IOT. 

 

 
Monika Giri is an undergraduate B.Tech student in department of CS&E at 

Moradabad Institute of Technology and will graduate in 2024. She has done 

Certification in C programming from Spoken Tutorial and Python Programming 

from Cisco Netcad Academy. She is interested in following technologies like 

IOT, Cloud Computing and Web Development. 

 

 

Mohd. Arsh is a driven and inquisitive student researcher with a passion for 

Academic exploration and intellectual growth. Currently pursuing Bachelors of 

Technology in Computer Science and Engineering from Moradabad Institute of 

Technology and graduating in 2024. He has connected their interest in Cloud 

Computing, Cyber Security and Computer Networks. He has done various 

Courses like Linux from Great Learning, Java Offered by Edureka. 

 

 

Jyoti Saini, an undergraduate B.Tech student in department of Computer science 

and engineering at Moradabad Institute of Technology and will graduate in 2024. 

I have done certification in C programming language and Python   by Spoken 

Tutorial from IIT Bombay, HTML, CSS, JavaScript, Java, C/C++, python etc. I 

have great passion for both   front end, backend Web Development and Strong 

skills in Responsive Design. Detailed -oriented with focus on Delivery Quality 

work I am interested in many of the technical fields such as IOT, Cloud Computing 

etc. 

 


