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ABSTRACT 

This research paper aims to address the problem of customer attrition in an international bank and propose a 

solution using artificial neural networks. The problem statement revolves around predicting whether a customer 

will leave the bank after one year of using its services. The study focuses on a sample of 10,000 customers, 

employing demographic segmentation to analyze factors such as age, salary, gender, and the type of account 

(loan, saving, fixed deposit, or random). By utilizing an artificial neural network, the proposed solution aims to 

predict customer churn within a six-month timeframe. The main objective is to create a demographic segmentation 

model that can identify customers at the highest risk of leaving the bank. The outcome of this research will provide 

valuable insights for the bank to develop effective customer retention strategies. 

KEYWORDS: Customer behavior, International bank, Artificial neural networks, Customer attrition, 

Demographic segmentation   

1. INTRODUCTION 

In the dynamic landscape of the banking industry, understanding customer behavior [1] is of utmost 

importance for organizations striving to enhance customer satisfaction and retention. This research 

delves into the realm of an international bank, facing a pressing challenge that demands a 

comprehensive analysis of customer behavior. With millions of customers spread across three European 

countries—France, Spain, and Germany—this fictional bank embarked on a crucial endeavor six 

months ago. 

Recognizing the need to address the issue at hand, the bank carefully selected a sample of 10,000 

customers for in-depth analysis. Various attributes such as customer ID, surname, credit score, 

geography, gender, age, and tenure with the bank were meticulously recorded. Additionally, 

information about the balance of products, including savings accounts, credit cards, and loans, was 

collected. The bank also sought to gauge customer activity, whether they were active members based 

on their online banking usage or recent transactions. While the actual salary of the customers remained 

unknown, estimates were derived using other available data points. 

Over the subsequent six months, the bank monitored the selected customers closely, observing their 

interactions and financial behaviors. The key focus was to identify which customers remained loyal and 

who decided to sever ties with the bank during this period. Each customer was marked with a flag 

indicating their retention or attrition status, providing valuable insights into customer churn patterns. 

The ultimate objective of this research is to develop a robust demographic segmentation model that can 

effectively identify customers at the highest risk of leaving the bank. While the implications of this 

study hold significance for customer-centric organizations, the potential applications of demographic 
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segmentation [2] extend beyond the banking sector. By leveraging prior experiences and constructing 

accurate models, organizations can make informed decisions regarding customer reliability, loan 

approvals, or even detecting fraudulent transactions. 

In scenarios where binary outcomes are involved, and a multitude of independent variables are present, 

the knowledge gained from this research holds promise for diverse applications. The findings obtained 

through this study can be applied in various domains to comprehend the factors that significantly 

influence outcomes. 

By undertaking this research, we aim to contribute to the advancement of customer-centric strategies 

and provide a valuable framework for organizations to proactively address customer attrition 

challenges. 

2. LITERATURE REVIEW 

Understanding customer behavior and predicting customer attrition are crucial areas of research in the 

banking industry. Numerous studies have explored the application of artificial neural networks (ANNs) 

to gain cognitive insights into customer behavior and improve customer retention strategies. 

One relevant study by Fujo, S. W., Subramanian et al. investigated the use of ANNs for predicting 

customer churn in the telecommunications sector [3]. The authors employed demographic and usage 

data to train an ANN model, achieving high accuracy in predicting customer attrition. Their findings 

emphasized the effectiveness of ANNs in identifying key factors influencing customer behavior and 

churn. 

In the banking context, Khan, Y., Shafiq, S et al. conducted a comprehensive analysis of customer 

attrition using ANNs [4]. Their study focused on various customer segments and incorporated factors 

such as account types, transaction history, and customer demographics. The results demonstrated the 

capability of ANNs to accurately predict customer churn and provided insights into the most influential 

factors driving attrition. 

Furthermore, a study by Lin, C. P., Huang et al. examined the impact of demographic segmentation on 

customer behavior in the banking industry [5]. The authors utilized ANNs to analyze customer data and 

identify patterns related to customer attrition. Their research highlighted the significance of 

demographic variables, such as age, income, and occupation, in understanding customer behavior and 

predicting churn. 

Another relevant contribution by Lin, C. P. explored the integration of ANNs with customer relationship 

management (CRM) systems in the banking sector [6]. Their study emphasized the importance of 

leveraging ANNs to enhance customer segmentation and develop personalized retention strategies. The 

authors highlighted the potential of ANNs to uncover hidden patterns and improve customer targeting. 

Overall, the existing literature demonstrates the potential of ANNs in analyzing customer behavior and 

predicting customer attrition in the banking industry. These studies provide a foundation for the current 

research, which aims to leverage ANNs to gain cognitive insights into customer behavior and develop 

an effective demographic segmentation model for predicting customer churn in an international bank. 

By incorporating relevant demographic variables and utilizing advanced ANN techniques, this research 

aims to contribute to the existing body of knowledge and provide valuable insights for banks to 

implement proactive customer retention strategies. 

3. ARTIFICIAL NEURAL NETWORK (ANN) 

The proposed Artificial Neural Network (ANN) model in this research paper consists of interconnected 

nodes or artificial neurons. The model follows a feedforward architecture, where information flows 

from the input layer through one or more hidden layers to the output layer. 

The input layer of the ANN receives customer-related features, including demographic information 

such as age, salary, and gender, as well as information about the type of account (loan, saving, fixed 

deposit, or random). These input features are processed and propagated through the network. 
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The hidden layers, located between the input and output layers, perform the internal computations and 

feature extraction. Each neuron in the hidden layers receives weighted inputs from the previous layer 

and applies an activation function, such as the rectifier function, to introduce non-linear properties and 

capture complex relationships between the input variables. 

The output layer represents the final layer of the ANN and provides the prediction or classification of 

interest, which in this case is whether a customer is likely to leave the bank within the next six months. 

The activation function for the output layer is chosen as the sigmoid function, which maps the network's 

weighted inputs to a probability value between 0 and 1. 

During the training phase, the ANN model learns to adjust the weights associated with each input to 

minimize the discrepancy between the predicted outputs and the actual customer churn data. This is 

achieved using the backpropagation algorithm, which iteratively updates the weights based on the 

computed errors. 

By utilizing this ANN model, the research aims to effectively analyze customer behavior, identify 

patterns, and predict customer churn in the international bank under investigation. The ANN's ability 

to capture non-linear relationships and process complex data makes it a suitable approach for addressing 

the problem of customer attrition in the banking industry. 

4. METHODOLOGY 

4.1. Dataset 

The dataset used in this study comprises 10,000 customers who were randomly selected from a Fictional 

International bank operating in three European countries, namely France, Spain, and Germany. This 

dataset was meticulously curated by conducting a comprehensive study on customer behavior and their 

utilization of various bank services. By tracking the churn rates over 6 months, the dataset provides 

valuable insights into customer attrition patterns.  

In our research paper, we have incorporated a comprehensive set of attributes for data analysis in the 

context of customer behavior and attrition prediction in an international bank. These attributes include 

Customer-ID, Gender, Age, tenure, credit score, Estimated Salary, Exit rate, and more. 

By including these attributes in our analysis, we aimed to capture a wide range of factors that could 

potentially influence customer behavior and contribute to the prediction of customer churn. Customer 

ID serves as a unique identifier for each customer, allowing us to track individual behavior patterns. 

Gender and Age provide demographic information that can help uncover trends and preferences within 

different customer segments. 

Tenure represents the duration of the customer's relationship with the bank, which can be a crucial factor 

in assessing customer loyalty. CreditScore and Estimated Salary offer insights into the customer's 

financial profile and can contribute to understanding their propensity to leave the bank. The Exit rate 

attribute specifically measures the rate at which customers have discontinued their services. 

By analyzing and considering these attributes collectively, we aimed to gain a deeper understanding of 

the customer dynamics and uncover significant patterns that could aid in predicting customer churn and 

developing effective retention strategies for the bank. 

It is important to note that these attributes were carefully chosen based on their relevance and potential 

impact on customer behavior. The inclusion of such attributes enables a comprehensive analysis and 

provides valuable insights into the factors that drive customer attrition in the international banking 

context. 

  



International Journal of Engineering Sciences & Emerging Technologies, Oct. 2023. 

ISSN: 22316604                    Volume 11, Issue 2, pp: 210-222 ©IJESET 

 

 
213 

 

Figure 1. Dataset of 10,000 Customers of an International Bank (Europe): A 

  

 

                  Figure 2. Dataset of 10,000 Customers of an International Bank (Europe): B 

4.2. Classification Approach 

Classification involves the identification of classifiers or models that can assign records to distinct 

classes [7]. In the proposed model, this process entails the utilization of two types of datasets: the 

training set and the testing set, each serving a specific purpose in constructing and evaluating the model. 

The training dataset consists of customer behavior records with predefined class labels, which are used 

to train the model and determine parameters or characteristics that differentiate between the two classes: 

"Exited" and "Non-exited." This phase is known as the learning process. 

Following that, the testing dataset, comprising pre-classified labels, is employed to assess the model's 

performance. If the outcomes of the testing phase fall short of expectations, further training iterations 

might be necessary to enhance the model's accuracy. Conversely, if the results are considered 

satisfactory, the trained model can be utilized to make predictions regarding the likelihood of a customer 

leaving the bank within the upcoming 6 months. By adopting this classification approach, the research 
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aims to effectively distinguish between customers who are more likely to churn and those who are not, 

contributing to the development of a robust predictive model for customer attrition. 

5. INTRODUCTION TO ARTIFICIAL NEURONS 

Artificial neurons serve as fundamental building blocks within artificial neural networks [8], 

representing a mathematical function that emulates the behavior of biological neurons. These neurons 

play a vital role in the processing and transmission of information in the network. An artificial neuron 

is capable of receiving multiple inputs, each representing excitatory and inhibitory postsynaptic 

potentials at the neural dendrites. These inputs are weighted individually, and their sum is then passed 

through an activation function. 

The activation function introduces non-linearity to the output of the artificial neuron [9]. Commonly, 

activation functions exhibit a sigmoid shape, allowing for a smooth transition between different states. 

However, alternative non-linear functions such as piecewise linear functions can also be employed as 

activation functions. 

By leveraging the capabilities of artificial neurons and their activation functions, artificial neural 

networks can effectively model complex relationships and make non-linear transformations on input 

data. This enables neural networks to learn and adapt to various types of data, making them powerful 

tools for tasks such as classification, regression, and pattern recognition. 

5.1 Basic Structure 

Consider an artificial neuron with m + 1 inputs, represented by signals x0 through xm and weights w0 

through wm. To introduce a bias input, the value +1 is typically assigned to x0, resulting in wk0 being 

equivalent to the bias term bk. As a result, the neuron effectively processes m actual inputs, ranging from 

x1 to xm. By incorporating this basic structure, the neuron can capture and process relevant information 

to perform its intended computations. 

The output of the kth neuron is: The output of the kth neuron is: 

 

 
 

Figure 3.  Neuron and myelinated axon, with signal flow from inputs at Dendrites to outputs at axon 

terminals 
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6. ACTIVATION FUNCTIONS 

Activation functions play a critical role in the learning process of an Artificial Neural Network (ANN) 

by enabling the comprehension of complex and non-linear relationships between input variables and 

the response variable. They introduce non-linear characteristics to our network, allowing for the 

transformation of input signals from one node into output signals. These output signals then serve as 

inputs for the subsequent layer within the network. 

In the context of ANN, the activation function, denoted as f(x), is applied to the summation of the 

products of inputs (X) and their corresponding weights (W). This process facilitates the computation of 

the output for a given layer, which is subsequently used as input for the subsequent layer [10]. By 

employing activation functions, ANNs can effectively capture and represent intricate patterns and 

nonlinear mappings, enhancing the network's ability to understand and process complex data. 

Most popular types of Activation functions - 

1. Sigmoid or Logistic 

2. Threshold Function 

3. Tanh — Hyperbolic tangent 

4. ReLu -Rectified linear units 

• In our problem we’ll use the rectifier function for hidden layers and the Sigmoid function for 

output layer. 

6.1 Sigmoid Function 

 

 
Figure 4. Sigmoid Function 

6.2 Threshold Function 

 
Figure 5. Threshold Function 
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6.3 Rectifier Function 

 

 
Figure 6. Rectifier Function 

6.4 Tanh — Hyperbolic tangent 

 

 
Figure 7.  Tanh — Hyperbolic tangent 

 
 

For our specific use case, the rectifier function [11] will be employed for the hidden layers, 

while the output layer will utilize the Sigmoid function. 

 
 

Figure 8. Rectifier function for hidden layers and sigmoid function for the output layer 

7. STOCHASTIC GRADIENT DESCENT 

Stochastic gradient descent (SGD), also known as incremental gradient descent, is an iterative 

optimization technique specifically developed for differentiable objective functions. It acts as a 

stochastic approximation of the gradient descent optimization algorithm. The foundations of SGD can 

be attributed to the work of Herbert Robbins and Sutton Monro, who introduced the concept of 

stochastic approximation in their seminal 1951 article. Additional information on stochastic 

approximation can be found in the referenced publication [12]. The term "stochastic" in SGD stems 

from the random selection or shuffling of samples during the optimization process. This contrasts with 

standard gradient descent, which processes the entire training set as a single group, or with a sequential 

approach that adheres to the order of appearance in the training set. 
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By randomly selecting samples, SGD introduces variability into the optimization process, allowing it 

to navigate complex landscapes and potentially escape local optima. This stochastic nature makes SGD 

particularly useful in scenarios with large datasets, as it enables efficient computation by considering 

only a subset of samples in each iteration. 

 

 
 

Figure 9. Step-by-step procedure of training the ANN with Stochastic gradient Descent 

 

7.1 Back  Propagation 

 

 
 

Figure 10. Back Propagation 

 

Ever since the introduction of non-linear recursive functions in Machine Learning, such as Artificial 

Neural Networks, their applications have experienced significant growth. In this context, training a 

Neural Network properly emerges as the pivotal factor in creating a dependable model. However, the 

concept of "Back-propagation" [13] often perplexes newcomers to Deep Learning, and even many 

industry professionals are unfamiliar with its inner workings. 

Back-propagation constitutes the fundamental principle behind neural network training. It involves the 

iterative adjustment of the network's weights based on the error rate, or loss, computed in the previous 

iteration, also known as an epoch. Precise fine-tuning of the weights aims to minimize the error rate, 

ultimately enhancing the model's reliability and improving its ability to generalize to unseen data. 

8. ANN MODEL DESIGN 

A neural network comprises interconnected nodes, including input layer neurons, one or more hidden 

layers, and an output layer, as depicted in Figure 11. 
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Figure 11. Neural Network Structure 

 

The middle layer, situated between the input layer and the output layer, serves as an internal 

representation of the input pattern. Within this layer, patterns are extracted by distilling the input 

characteristics and subsequently transmitted to the output layer. The output layer generates a 

classification judgment based on the input patterns. Hence, the middle layer can be referred to as the 

distilling character layer. In the present study, the input and output variables were initially classified. 

The input variables encompassed customer satisfaction factors, such as geographic position, product 

variety, price level, product quality, payment waiting time, service attitude, and shopping environment. 

The output variable represented a single measurement value. 

The construction of the ANN model [14] followed a six-step procedure. Firstly, the data was defined 

and presented to the ANN as input data patterns along with their corresponding desired targets. 

Secondly, the data was divided into training and validation sets. The training set was utilized to facilitate 

the model's learning process and development, while the validation set served to assess the model's 

predictive capability and determine the appropriate stopping point for training. Thirdly, the structure of 

the ANN was defined by specifying the number of hidden layers to be created and the number of 

neurons within each hidden layer. Fourthly, all ANN parameters were set before commencing the 

training process. Subsequently, the training process was initiated, involving the computation of outputs 

from the input data and weights. The backpropagation algorithm was employed to train the ANN by 

adjusting the weights to minimize the discrepancy between the current ANN output and the desired 

output. During training, a threshold value of 0.2 was applied to prevent predicted values exceeding 0.8, 

ensuring that the output does not fall below 0.2. Finally, an evaluation process was conducted to assess 

the ANN's learning capability. This process involved periodically pausing the training and testing the 

ANN's performance until an acceptable result was achieved. Once an acceptable result was obtained, 

the ANN model was considered fully trained and ready for implementation. The model approach 

adopted, aiming for clarity and ease of implementation, is illustrated in the figure. 

 
Figure 12. Steps in ANN model design 
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Figure 13.    Dataset processed and divided into different labels for compiling the ANN 

9. TRAINING THE ANN 
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Figure 14. Training ANN 

We trained our data on 8,000 customers and tested it on 2,000 customers, achieving an accuracy of 

83.4%. The training process [15] involved 100 epochs, with a batch size of 10. The hidden layer 

activation function was set as the rectifier function, while the output layer utilized the sigmoid function 

as the activation function. 

To ensure a comprehensive evaluation, we divided our dataset into two distinct sets: a training set and 

a testing set. The training set, which consisted of a substantial portion of the data, was used to train the 

ANN model by iteratively adjusting the weights and optimizing its performance. This iterative process 

allowed the model to learn from the training data and improve its ability to predict customer attrition. 

After the training phase, we evaluated the performance of the trained model using the testing set, which 

was kept completely separate and not involved in the training process. The purpose of the testing set 

was to assess how well the model generalized to unseen data and to provide an unbiased estimate of its 

predictive accuracy. 

We rigorously evaluated the performance of the ANN model on both sets. The accuracy of the training 

set serves as an indication of how well the model learned from the provided data, while the accuracy of 

the testing set provides insights into the model's ability to generalize and make accurate predictions on 

new, unseen data. 

10. CONCLUSION  

A confusion matrix is a widely employed table for assessing the effectiveness of a classification model. 

It allows for the visualization and identification of class confusion, where one class is mislabelled as 

another. Performance measures are typically derived from the confusion matrix. 
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Figure 15. Y_Pred (True or False value) 
In our study, we trained an artificial neural network on a training set and now it's time to make 

predictions on the test set. Fortunately, we don't need to make any changes to the classifier object we 

created with scikit-learn. We can use the same prediction method to make predictions on the test set. 

By executing this method, we obtain the predicted probabilities for each of the 2,000 customers in the 

test set. 

For example, if we look at the first probability of 20 percent, it indicates that the first customer in the 

test set (indexed as zero) has a 20 percent chance of leaving the bank. Making predictions on the test 

set allows us to evaluate the model's performance on new observations. We aim to assess if the accuracy 

achieved on the training set holds up on unseen data. To evaluate this accuracy, we utilize the confusion 

matrix. 

If we achieve good accuracy on the test set, close to the 86 percent obtained on the training set, it would 

validate the model. This validated model can then be applied to all the customers of the bank, ranking 

them based on the probabilities of leaving the bank. For instance, the bank can focus on the top 10 

percent of customers with the highest probabilities and analyze them further using data mining 

techniques to understand why they are more likely to leave. This neural network provides added value 

to the bank by enabling targeted measures to prevent customer churn. 

To analyze the results using the confusion matrix, we need to convert the predicted probabilities into 

predicted results in the form of "True" or "False." We accomplish this by applying a threshold, such as 

0.5, where values above the threshold are predicted as "True" and values below as "False." 

After updating our vector Y_pred with the converted results, we can observe the predictions in the form 

of "False" or "True." For example, the first customer in the test set is predicted to stay with the bank, 

while the sixth customer is predicted to leave. We can then calculate the accuracy of new observations 

by comparing the number of correct predictions to the total number of predictions. 

In our case, out of the 2,000 new observations, we have 1,550 correct predictions and 230 incorrect 

predictions. This accuracy confirms the validation of our model. The bank can now utilize this model 

to rank their customers based on their probabilities of leaving, from the highest to the lowest. 

To generate models using unsupervised learning methods, neural networks can be applied to the data. 

This involves techniques such as profiling, classification, clustering, and transaction rules, particularly 

when there are no prior sets of normal and abnormal observations. 

In summary, to achieve a holistic Customer Relationship Management (CRM) solution in banking, it is 

crucial to divide the CRM implementation into manageable segments. All business units and 

departments within the bank need to be seamlessly integrated using an adaptable approach. Factors like 

safety and health support, systems compatibility, contract structure, distribution flexibility, and 

effective troubleshooting and problem-solving should be taken into account to ensure the successful 

implementation of an efficient CRM solution. Future research can delve into exploring the 

implementation of internet banking and ATM transactions within the banking industry, further 

enhancing CRM practices and customer service. 
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